Machine and deep learning in MS research are just powerful statistics – No
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Over the past several years, there has been an explosion in the use of machine and deep learning in medical research. A search of PubMed in October of 2020 for the term ‘deep learning’ returned less than 20 papers per year prior to 2012, but more than 5000 papers already in 2020. Although traditional statistics, machine learning and deep learning often try to solve similar problems; machine and deep learning have become more common in the literature because they are more than just powerful statistics.

In order to understand the similarities and differences between statistics, machine learning, and deep learning, it helps to define each term. Statistics is defined as “a branch of mathematics dealing with collection, analysis, interpretation and presentation of masses of numerical data”. This very broad definition shows that statistics encompasses a wide range of topics related to data analysis and data science, which is why many fields overlap with statistics. Machine learning and deep learning generally focus on a subset of tasks related to statistics. Machine learning has been defined as ‘a set of methods that can automatically detect patterns in data, and then use the uncovered patterns to predict future data’ (p. 1). Machine learning encompasses many approaches, and one of the first approaches discussed in many machine-learning textbooks is regression (linear regression for continuous outcomes and logistic regression for dichotomous outcomes), which is also commonly described in introductory statistics courses. Deep learning is a specific field of machine learning that uses neural networks to build prediction models including many hidden layers, which allow very complex relationships between the predictors and the outcome to be discovered.

Most research questions in multiple sclerosis can be divided into one of three classes: description, causal inference or prediction. Studies focused on description will provide summary statistics (and potentially associated 95% confidence intervals) related to specific characteristics of a group or attempt to cluster subjects into groups. For causal inference, statistical methods for group comparisons like the t-test or log-rank test can be used to estimate the causal effect from randomized clinical trials, while more complex methods like propensity score matching or inverse probability weighting are needed to control for confounding in observational studies. For questions related to causal inference, machine learning and deep learning may have a role, but these approaches are generally not needed.

For prediction, the set of possible methods is broad, ranging from traditional statistical approaches like linear/logistic regression to machine learning and deep learning. The reason for the large number of potential models for prediction is that no approach is best in all settings. In the textbook An Introduction to Statistical Learning, the authors place analytic approaches on a graph showing that increasing flexibility of an approach often occurs at the cost of decreasing interpretability (Figure 2.7). Most of the approaches researchers would consider as statistics (regression/least squares, best subsets regression, lasso) have high interpretability with corresponding limited flexibility. The high interpretability is due to the analyst specifying a model, and the model’s coefficients having a specific scientific meaning. The limited flexibility comes from the fact that these models rarely include complex relationships between a predictor and the outcome. Conversely, approaches that are commonly considered machine learning like random forests, support vector machines and deep learning have high flexibility and limited interpretability. These approaches place limited structure on the data and allow the data to determine the relationships among the variables. This flexibility means these models can have improved predictive accuracy compared to traditional statistical approaches by identifying complex relationships, but these relationships are often difficult to interpret and describe to users.

If machine learning aims to address the same prediction problems as traditional statistical approaches by increasing the flexibility at the cost of interpretability, why can’t we conclude that machine learning is just powerful statistics? Although the techniques are similar, machine learning and traditional statistics have three important distinctions: (1) the main goal of the analysis, (2) the amount of user involvement and (3)
the problems that are best suited to each approach. First, machine learning is often focused on maximizing predictive accuracy of a model, and statistics is often focused on making an inference about a population statistic based on a sample. Furthermore, statistics is often interested in more than just the predictive accuracy of a model in cases where the goal is description or causal inference. Second, machine-learning models have less user input compared to traditional statistical models. This leads to the increased flexibility described in the previous paragraph, but it also has the corresponding cost of reduced interpretability. Third, machine learning and deep learning have been extremely successful in developing prediction models in specific cases like image recognition and natural language processing. In these problems, there are well-defined phenotypes, large numbers of predictors per observation, and many observations to train the algorithm. The large number of predictors and observations means that very complicated models can be fit to predict the outcome. Traditional statistical models could be used in these settings, but it would be very difficult to specify a sufficiently complicated model. In other problems with a small number of predictors and a small data set, the goal is often to understand the importance of a single predictor. In this case, machine-learning and deep learning approaches might not be the best choice.

Machine learning and statistics have similarities, and many important scientific problems can be addressed using either approach. Although there is overlap between statistics and machine learning, machine learning and deep learning are more than just powerful statistics because they are designed to address specific questions in medical research and can efficiently find solutions to problems that would be challenging, if not impossible, using traditional statistics. The key for a data analyst is to identify the type of problem that is being confronted (description, causal inference and prediction), the main goal of the analysis and the best analytic approach, given the type of problem and goal. Both statistics and machine learning will be necessary to solve many issues in MS.
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